
Defense: feature-level transformation-based defense

Motivations:

⚫ relies on handcrafted acoustic features 

⚫ perturbation added to waveforms will propagate to acoustic features   

⚫ existing defenses operate at the waveform-level

Categories: robust training; transformation; detection



Defense: feature-level transformation-based defense

Our defense: Feature Compression (FeCo)

Motivation:

⚫ large redundancy between adjacent frames

⚫ Compressing 𝑁 frames to 𝐾 frames (K<<N) can 

- disrupt perturbation 

- reduce search space of attackers

- incur little impact on benign examples
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Defense: feature-level transformation-based defense

Method: 

Feature compression by clustering methods

clustering methods:

⚫ rely on temporal dependency 

(e.g., ivector-PLDA): kmeans

⚫ not rely on temporal dependency 

(e.g., DeepSpeaker): warped-kmeans

Our defense: Feature Compression (FeCo)



Defense: experiments against non-adaptive attacks

non-adaptive attacks: 

unaware and not consider defense when crafting adversarial examples

accuracy on normal voices 𝐴𝑏
accuracy on adversarial voices 𝐴𝑎

trade-off 𝑅1 =
2×𝐴𝑏×𝐴𝑎

𝐴𝑏+𝐴𝑎



Defense: experiments against adaptive attacks

adaptive attacks: 

have complete knowledge of defenses

1st adaptive attacker: 

end-to-end differentiable; 

overcome randomness by expectation over transformation (EOT): 

In each step, independently sample FeCo multiple times and average the losses

2nd adaptive attacker: 

Replicate feature attack (Replicate)
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Defense: experiments against adaptive attacks

adaptive attacks: 

have complete knowledge of defenses

1st adaptive attacker: EOT

2nd adaptive attacker: Replicate



Defense: incorporating adversarial training

adversarial training: 

augment training data with adversarial examples
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Defense: incorporating adversarial training

Reason: the larger randomness of FeCo enables models to 

encounter more diverse adversarial examples during training

Vanilla-AdvT: sole adversarial training



Defense: incorporating adversarial training

⚫ improve adversarial accuracy: from 47.0% to 60.62%

⚫ increase attack cost: from 100 × 1 to 100 × 275

Tuning #attack steps N, attack step size, EOT size  R

accuracy of AdvT+FeCo-o plateaus at 60.62% with 𝑅 = 275,𝑁 = 100, 𝛼 =
𝜀

20

accuracy of Vanilla-AdvT plateaus at 47.0% with 𝑅 = 1, 𝑁 = 100, 𝛼 = 𝜀/40.



Defense: incorporating adversarial training

⚫ worsen imperceptibility:

Tuning #attack steps N, attack step size, EOT size  R

⚫ no free lunch: degrade the inference efficiency 



SpeakerGuard: security analysis platform

A fully Pytorch-written security analysis platform for VPR 

⚫Mainstream VPRs, voice datasets, white- and black-box attacks 

⚫Widely-used evasion techniques for adaptive attacks

⚫Diverse audio defense solutions

⚫Evaluation metrics of listening 

SpeakerGuard:


